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Company context: 

 Criteo AI Lab,  operates within the spectrum of two main areas: ML Engineering and ML Research. 
The posiƟon is opened for working in the research department. Research here is mainly dedicated to 
machine learning topics. The analysis of semanƟc data has become a major R&D topic for a variety of 
Criteo business. The PhD targets recent advances in the domain of generaƟve deep learning. 

ScienƟfic context 

Search and recommendaƟon are at the core of Criteo's business. GeneraƟve InformaƟon Retrieval 
(GenIR) and GeneraƟve RecommendaƟon (GenREC) are emerging paradigms based on foundaƟon 
models, promising to transform how we search for and access informaƟon. GenIR integrates all 
components of tradiƟonal IR systems into a single generaƟve model, directly generaƟng relevant 
responses—such as document idenƟƟes—from user queries. This approach eliminates the 
convenƟonal disƟncƟon between the source of knowledge and the search engine. GenREC operates 
in a similar manner. Given this framework, search and recommendaƟon—both criƟcal problems for 
Criteo—can be structured in similar ways. Search becomes the process of matching user queries with 
catalog products, while recommendaƟon involves matching a user's history and profile with relevant 
products in the catalog. Looking ahead, GenIR and GenREC will serve as a bridge to Large Language 
Models-based text generaƟon applicaƟons, akin to the role foundaƟon models play today. LLMs are 
emerging as a new way for users to access informaƟon (e.g., on the web or in retail catalogs) and may 
soon replace tradiƟonal search engines and recommendaƟon interfaces. Therefore, developing 
generaƟve search and recommendaƟon capabiliƟes within LLM-driven interfaces (such as chatbots) is 
a crucial challenge for Criteo. 

Research direcƟons 

The goal of this PhD project is to explore this research direcƟon. The first step will be to develop a 
unified generaƟve engine for both search and recommendaƟon, allowing for seamless alternaƟon 



between the two modes during interacƟve sessions using a single engine. This is also a step toward 
realizing foundaƟon models that offer a variety of funcƟons to enhance user interacƟons. The second 
step will involve adapƟng this model to the large-scale, dynamic corpora characterisƟc of 
recommendaƟon systems in the adtech industry, which presents addiƟonal research challenges. A 
brief descripƟon of the two direcƟons is provided below. 

Task 1: Unifying GeneraƟve IR and RecommendaƟon 

This task aims to develop a unified engine for search and recommendaƟon, allowing for alternaƟng 
between the two modes in interacƟve sessions. The goal is to enhance performance in both domains 
through a mulƟ-task framework, enriching training data for both. While search and recommendaƟon 
share similariƟes, they also have key differences, such as query intent. Search is driven by user 
queries, while recommendaƟon relies on past user behavior. We aim to address these differences by 
defining a joint architecture and mulƟ-task training strategy that captures the semanƟc disƟncƟons 
between search (similarity-based) and recommendaƟon (collaboraƟve). 

Task 2: Enhancing ID AssociaƟons for Large and Dynamic CollecƟons 

In this task, the goal is to improve document and item ID representaƟons in large-scale, dynamic 
collecƟons for a joint search/recommendaƟon system. We will explore methods such as hierarchical 
structures and prior knowledge (e.g., product taxonomies) to opƟmize ID design. By leveraging 
addiƟonal informaƟon like brands or categorizaƟons, we aim to improve the retrieval and 
recommendaƟon process, parƟcularly for large and evolving datasets. 
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